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Abstract
Developing scalable solutions for training Graph Neural Net-
works (GNNs) for link prediction tasks is challenging due
to the inherent data dependencies which entail high com-
putational costs and a huge memory footprint. We propose
a new method for scaling training of knowledge graph em-
bedding models for link prediction to address these chal-
lenges. Towards this end, we propose the following algo-
rithmic strategies: self-sufficient partitions, constraint-based
negative sampling, and edge mini-batch training. The ex-
perimental evaluation shows that our scaling solution for
GNN-based knowledge graph embedding models achieves
a 16x speed up on benchmark datasets while maintaining a
comparable model performance to non-distributed methods
on standard metrics.

CCSConcepts: •Computingmethodologies→Distributed
algorithms; Learning latent representations; Knowledge rep-
resentation and reasoning.
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1 Introduction
Graphs are widely used to model and manage relational
data [28]. Knowledge graphs (KG), as a prime example of
graphs, model real-world objects, events, and concepts as
well as various relations among them. Representation learn-
ing on large-scale knowledge graphs has been emerging as
a pivotal tool to derive insights from graph structured data
powering a wide range of applications such as data integra-
tion [23, 27, 30] and question answering [1, 8].

KG embedding methods [2, 3, 13, 18, 21, 26, 32] capture the
attributes of entities and structures of relations in KGs, and
project them into a lower dimensional vector space for use
in various downstream tasks such as node classification [21]
and link prediction [2, 18, 21, 22, 29]. Traditional KG embed-
ding methods learn various patterns between the entities
such as symmetric, anti-symmetric and inverse relations. They
mainly focus on the scoring aspect of the problem, which is
to predict the legitimacy between two entities and a partic-
ular relation type. Recently, message passing-based graph
neural networks (GNNs) have been adopted to improve the
expressive power of entity1 embeddings [21]. GNNs capture
the topological features of the entities such as shapes of the
neighborhood sub-graphs which are overlooked by the tra-
ditional KG embedding methods. However, using GNNs to
learning better embeddings comes at the cost of increased
model complexity in terms of number of trainable param-
eters. For example, TransE[2] has 1.5 million parameters
while RGCN[21] has 3.3 million parameters on the FB15k-
237 dataset with an embedding size of 100. The increased
number of trainable parameters leads to an increase in train-
ing time.
Besides model complexity, the size of modern input KGs

has also grown exponentially. The Facebook Graph [4] has
billions of vertices and trillions of edges, and Freebase [6] has
millions of entities and billions of edges. Iterative training on
these large graphsmay not be feasible on single node systems
due to its high computational cost and its high memory
requirements.

1Entity and vertex terms are used interchangeably.
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Figure 1. Average number of vertices required to compute
the embedding of a vertex in ogbl-citation2 dataset.

Various distributed training frameworks [12, 34, 35] have
been proposed to scale KG embedding methods. However,
these frameworks only apply to the traditional models with
mutually independent training triplets [2, 29]. The input data
can be partitioned easily, and the models are subsequently
trained in parallel. These frameworks cannot be used for
training GNN-based KG embedding models [18, 21] due to
the inherent dependencies in the neighborhood information
(usually beyond 𝑛-hop with 𝑛 ≥ 2). Figure 1 shows that with
larger and deeper neighborhoods, the average number of ver-
tices required to compute an embedding rises significantly,
which consequently leads to an increase in the number of
model parameters with more computation cost and higher
memory footprint. We further observe that the skewed dis-
tribution of vertex degrees in enterprise knowledge graphs
leads to vertex dependencies up to tens of thousands of ver-
tices. These dependencies make scaling GNN-based KG em-
bedding models extremely challenging.
Several distributed GNN training frameworks have been

proposed primarily for node classification [14, 33]. Graph
partitioning followed by distributed training are commonly
explored by these solutions. While a simple partitioning
strategy is to partition the graph using either vertex-cut
or edge-cut-based methods, and access required dependent
vertices in other partitions remotely during training. How-
ever, the increase of the number of GNN layers, i.e., the
number of hops, increases the number of messages with
neighborhood information that are exchanged across par-
titions, which leads to a significant communication over-
head. It is in contrast to distributed neural network training
on non-graph structured datasets such as images, which
only incurs communication overhead due to sharing of gra-
dients. The exchange of neighborhood information is the
main bottleneck in scaling GNN training. The challenge is
to generate optimized graph partitions that reduce the re-
quired exchange of neighborhood information. Moreover,
partitions generated from larger graphs are of considerable
size and cannot fit into the smaller memory of a GPU for
hardware acceleration. DistDGL [33] introduces an edge-cut-
based partitioning method using METIS [10], and employs a

mini-batch training approach for node classification. Edge-
cut-based methods produce partitions with edge replication
in multiple partitions, which may lead to skewed partition
sizes. The larger partitions will be the stragglers in the train-
ing process. We observe that partitions produced by METIS
followed by neighborhood expansion for link prediction are
approximately 33% larger than the partitions produced by
vertex-cut based methods [19], which increases the training
time by approximately 21% and makes the approach sub
optimal for link prediction.

In this paper, we propose a distributed training approach
for GNN-based knowledge graph embedding models for link
prediction. We introduce a vertex-cut method to partition
the graph and then expand the partitions to include 𝑛-hop
neighbors, where 𝑛 is determined by the number of convo-
lutional layers of the GNN model. The partitions produced
are self-sufficient and thus do not require any exchange of
neighborhood information during distributed training at the
expense of data replication and redundant computation. We
generate negative samples within the partitions to further
reduce the communication overhead. Using a data parallel
approach, we train the model in a cluster where each trainer
process trains on a partition using an edge mini-batch train-
ing strategy. Our main contributions are as follows.

• To the best of our knowledge, we propose the first ar-
chitecture for distributed GNN-based knowledge graph
embedding model training for link prediction. We also in-
troduce edge mini-batch training which allows us to train
on large partitions.
• We employ a vertex-cut-based partitioning strategy that
partitions the graph into sets of disjoint edges, which we
then expand to self-contained graph partitions by repli-
cating 𝑛-hop dependent vertices and edges required for
message passing.
• We exploit the locally closed world assumption [2, 24]
and employ a constraint based negative sampling strategy
to sample negative samples. The negative samples are
drawn from within the partition to avoid communication
overhead.
• We experimentally evaluated the performance of our pro-
posed system on two public datasets. Our approach achieves
a speedup of 16x with 8 trainers without any loss on the
measured metrics.

The rest of the paper is organized as follows: Section 2 de-
scribes our system architecture. In Section 3, we describe the
system setup for evaluation, followed by a discussion of the
results. Finally, we conclude in Section 4.

2 Distributed Knowledge Graph Training
In this section, we describe our distributed learning process
of GNN-based KG embedding models on a cluster of compute
nodes with multi CPUs/GPUs.
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Figure 2. Architecture of our distributed GNN training ap-
proach for link prediction.

2.1 System Overview
The architecture2 of our proposed approach is shown in Fig-
ure 2. Our proposed architecture is designed to run on a dis-
tributed CPU/GPU cluster. Each compute node (CPU/GPU)
in a cluster runs a replica of the model and is responsible for
training on a partition of data using synchronous gradient
descent (SGD). Each training process computes the gradients
of the model on an edge mini-batch, shares and averages
the gradients, and updates the local model. Specifically, our
distributed KG embedding learning involves the following
steps:
1. Partition the graph into 𝑃 disjoint subsets, and then ex-

pand each partition to include 𝑛-hops of neighbors of
each vertex in the partition, where 𝑛 is determined by the
number of graph convolutional layers in the embedding
model. The number of partitions is equal to the number
of compute nodes available. We refer to compute node
as a processing unit (CPU/GPU). Graph partitions along
with the required features of vertices are assigned to a
compute node.

2. One training process/worker is launched per compute
node. During each epoch, each training process samples 𝑠
negative samples for each positive sample in its partition.

2For the purpose of the overview, we assume one compute node runs only
one worker.

The number of training examples in a partition is 𝑝×(𝑠+1),
where 𝑝 is the number of positive samples in a partition.

3. Each training process implements edge mini batching for
training. A batch of 𝑏 edges (positive and negative) in a
partition is sampled. Edge mini-batch ensures that the
embedding of all entities required for scoring the edges
in the edge mini-batch is computed.

4. After the formation of an edge mini-batch, a computa-
tional graph is generated for message passing in the graph
convolutional layers. We obtain the loss, and compute the
gradients. The gradients are shared using AllReduce, and
the model is optimized based on the averaged gradients.
Our proposed approach can be applied to any graph em-
bedding model which uses a message passing approach
for graph convolution.
The enumerated steps in the overview are described in

detail in the following subsections.

2.2 Graph Partitioning
Partitioning the input graph is an important preprocessing
step in distributed training. The quality of partitions have
a direct impact on the learned model quality and on scala-
bility. We apply a two-phase approach by first partitioning
the graph, and then performing neighborhood expansion to
make the partitions self sufficient.
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tions along with their neighborhood expansion.
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2.2.1 Partitioning. Using edge-cut partitioning methods
such as Metis[10], some positive edges are replicated in mul-
tiple partitions as shown in Fig 3(b) (e.g., Edges (0, 2), (1, 2)
are present in all partitions). Hence, the training on the repli-
cated edges is repeated in multiple partitions which incurs
additional computational cost, and may also negatively im-
pact the learning process. Moreover, edge-cut partitioning is
shown to be ineffective in balancing the workload of large
real-world graphs [7, 31]. This load imbalance leads to a sub-
stantial stalling of work which increases the overall training
time.
Vertex cut partitioning [7, 20, 31] divides the edges into

disjoint partitions and produces balanced partitions by mini-
mizing the vertex replication. We refer to edges in a partition
as core edges, the vertices where the graph is partitioned as
replicated-vertices, and other vertices as core-vertices. The set
of core edges form the positive edges for training. The disjoint
partitions produced by vertex-cut partitions are more suited
for the problem of link-prediction because the produced par-
titions are balanced and neighborhood expansion does not
lead to graph explosion (discussed in detail in 2.2.2).

2.2.2 NeighborhoodExpansion. Link prediction requires
an updated embeddings of the vertices of an edge to calculate
the score that determines the validity of an edge. To com-
pute an embedding of a vertex, a 𝑛 layer GNN requires to
have the features from the 𝑛-hop neighbors. Due to partition-
ing, some edges will have partial neighborhood information
available within the partition, and the other required infor-
mation could be present in different partitions. We call these
edges boundary-edges. One possible way is to fetch this in-
formation during training. But this would incur recurring
communication cost resulting in extensive training time. We
propose to make the partitions independent by including
the missing partial neighborhood information of boundary-
edges in each partition. We call this process neighborhood
expansion, and it is done after creating the partitions. Neigh-
borhood expansion eliminates the communication cost of
fetching data from other partitions, but at the expense of
increasing the size of each partition. We refer to the added
vertices and edges as support-vertices and support-edges re-
spectively. Neighborhood expansion of the graph is shown
in Figures 3(b) and (c). Figure 3(b) demonstrates that edge-
cut partitions explode during neighborhood expansion thus
limiting its usability.

2.3 Training
Each compute node will have a replica of the graph embed-
ding model, and will work on a single graph partition. The
partition assigned to a compute node remains fixed during
the entire training process. We generate a set of negative
edges, and the combined set of negative edges and core edges
form the set of training edges.We employ an edgemini-batch

0 2

7 14 6

Figure 4. Edge Mini-batch

training approach to train the KG embedding methods. The
distributed training process is shown in Algorithm 1.

2.3.1 Negative Sampling. In KG embedding methods,
negative samplers generally exploit the closed world hy-
pothesis which considers any edge not explicitly present in
the graph as a negative example. Most of the negative sam-
ples generated by this result are easy negative examples [11].
The error gradients from these samples are very small, hence
do not help in learning a good model. The negative samples
space 𝑂 (𝑁 2) is far larger than the positive samples space,
and thus it is more prone to generate easy negative samples.

We propose a constraint-based negative sampling approach.
Our proposed approach considers the core edges in a par-
tition as the positive samples, and each partition is inde-
pendent of other partitions. We employ a constraint that
generates the negative samples from the core vertices of the
partition based on the local world hypothesis. This constraint
provides two advantages, 1) the embeddings of entities in
negative samples are not stale, and 2) it avoids the commu-
nication cost of querying other partitions and fetching data.
This also reduces the sample space of negative samples as
𝑁𝑖 << 𝑁 , where 𝑁𝑖 number of vertices in the 𝑖-th partition
and 𝑁 is the total number of vertices in a KG, respectively.
This helps in reducing the problem of generating easy nega-
tive samples.

2.3.2 Edge Mini-Batch. GNN training on a large dataset
for node classification is done by mini-batching. In mini-
batching, a set of vertices is randomly selected, and a com-
putational sub-graph is sampled for training to obtain the
embeddings of the selected vertices. Using a vertex sampling
strategy for link prediction is not trivial as it does not guar-
antee that both vertices of an edge are in the sample. For this
reason, we are proposing to use edge mini-batching for link
prediction. In edge mini-batching, a batch of edges is sam-
pled, and the vertices in the batch form a vertex set. Then, a
computational graph for message passing is created which
captures the 𝑛-hop dependencies of the sampled edge batch.
The embeddings are learned for the vertices in the vertex
set. Figure 4 shows a 1-hop computational graph for an edge
(0, 2), and message passing is done on this graph to learn
the embeddings of vertex 0 and 2.

2.3.3 Model Training. For each edge mini-batch training,
we generate a computational graph from the partitioned data
using the vertices in the graph. The computational graph
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is used for generating embeddings for the vertices in the
edge mini-batch using the graph convolutional layers of the
KG embedding model. This constitutes the forward pass of
the training. In the next step, a loss is calculated for the set
of edges in the mini-batch which subsequently generates
gradients. The gradients are shared among the training pro-
cesses using the AllReduce communication primitive. Once
the gradients are shared and averaged, the training processes
update their local model.

Algorithm 1: Training Process on each compute
node
Input: GNNmodel, optimizer, features, gPartition,

epochs
1 𝑒𝑝𝑜𝑐ℎ ← 1
2 while 𝑒𝑝𝑜𝑐ℎ ≤ 𝑒𝑝𝑜𝑐ℎ𝑠 do
3 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝐸𝑑𝑔𝑒𝑠 ← 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑆𝑎𝑚𝑝𝑙𝑒𝑟 (𝑔𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛)
4 while

𝑏𝑎𝑡𝑐ℎ ∈ 𝑏𝑎𝑡𝑐ℎ𝑒𝑠 (𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝐸𝑑𝑔𝑒𝑠, 𝑔𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛) do
5 𝑐𝑔𝑟𝑎𝑝ℎ ←

𝑔𝑒𝑡𝐶𝑜𝑚𝑝𝑢𝑡𝑒𝐺𝑟𝑎𝑝ℎ(𝑏𝑎𝑡𝑐ℎ, 𝑔𝑃𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛)
6 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔← 𝐺𝑁𝑁𝑚𝑜𝑑𝑒𝑙 (𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑐𝑔𝑟𝑎𝑝ℎ)
7 𝑙𝑜𝑠𝑠 ← 𝑙𝑜𝑠𝑠 (𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔, 𝑏𝑎𝑡𝑐ℎ)
8 𝑏𝑎𝑐𝑘𝑤𝑎𝑟𝑑 (𝑙𝑜𝑠𝑠) ; /* Gradients are computed &

shared */

9 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟 .𝑠𝑡𝑒𝑝 () ; /* The model is updated */

10 end
11 𝑒𝑝𝑜𝑐ℎ ← 𝑒𝑝𝑜𝑐ℎ + 1
12 end

3 Experimental Evaluation
3.1 System Setup
We ran our experiments on a cluster of 4 machines. Each
node has two Intel Xeon 6138 CPUs @ 2.00 GHz (80 virtual
cores), 726 GB DDR4 DRAM @ 2666 MT/s, 40 Gb Ethernet,
2 P100 GPUs, and running CentOS Linux 7.9.

We use PyTorch Geometric 1.7.2 [5] as our graph embed-
ding implementation framework, PyTorch 1.9.0 [17] as the
deep learning backend framework, and PyTorch Distributed-
DataParallel for distributed training with NCCL [16] as the
backend for collective communication operations for GPUs
and AllReduce for gradient sharing.

3.2 Datasets
We experimented with two public benchmark datasets used
for link prediction in KGs. The dataset statistics are summa-
rized in Table 1. FB15k-237 [2] is a subset of FreeBase [6]
which contains facts extracted from Wikipedia. It consists
of named entities and edges which determine the type of
relation between entities. The dataset is a benchmark for
evaluating KG embedding methods for link prediction. ogbl-
citation2 [9] is a citation graph extracted from Microsoft

Academic Graph (MAG) [25]. Each vertex is associated with a
128-dimensional feature vector created using Word2Vec[15]
on paper title and abstract.

Table 1. Dataset statistics.

Dataset FB15k-237 ogbl-citation2

# Entities 14,541 2,927,963
# Relations 237 1
# Features - 128

# Train edges 272,115 30,387,995
# Valid edges 17,535 86,596
# Test edges 20,466 86,596

We use vertex-cut based partitioning (KaHIP [19, 20]) to
obtain disjoint subsets of training edges followed by neigh-
borhood expansion to include all 𝑛-hop neighbors.

3.3 Hyperparameters
We used a two layer RGCN [21] model as a KG embedding
method for link prediction and trained it in a distributed
setting. For FB15k-237 dataset, we used the same hyperpa-
rameters as described in [21] except the embedding size. We
found out that an embedding size of 75 dimensions produces
comparable results with the original setting. As the dataset is
small, we trained it using full edge batch. For ogbl-citation2,
we chose an embedding size of 32, learning rate 0.01, dropout
0.2, 1 negative sample per positive sample, and basis decom-
position with two basis functions for regularization. For
fairness of comparison, we used these hyperparameters in
all training scenarios including non-distributed training.

3.4 Distributed Training Results
In this section, we present the experimental results of our
proposed approach. We compare our proposed distributed
training with a non-distributed training setup (1 Trainer).
The non-distributed training process trains on the full graph
data.

3.4.1 Accuracy. We compare the performance of our dis-
tributed training approach with the non-distributed train-
ing setting. In case of distributed training, the number of
trainers varies from 2 to 8 trainers with each compute node
running two trainers. Since, FB15k-237 is a small dataset,
we performed full batch training. In case of ogbl-citation2,
we performed mini-batch training, and the mini-batch size
is approximately 118k. For FB15k-237 dataset, we follow
the filtered settings for evaluations. Since the number of
edges for dataset ogbl-citation2 is very large, the dataset has
provided 1000 candidate negative target vertices for each
test and validation edge for evaluation. We trained RGCN
models on the two datasets, selected the best models and
report the results on the test data. Ogbl-citation2 reached
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Table 2. MRR, Hits@1 and epoch time/speedup of RGCN non-distributed and distributed training on 2 datasets.

#Trainers FB15k-237 ogbl-citation2
MRR Hits@1 Ep. Time(s)/speedup MRR Hits@1 Ep. Time(m)/speedup

1 0.22 0.138 5.09/- 0.620 0.494 112/-

2 0.22 0.136 4.03/1.25x 0.621 0.492 44/2.54
4 0.21 0.130 3.62/1.40x 0.620 0.493 16/7x
8 0.21 0.124 3.54/1.43x 0.617 0.494 7/16x

maximum accuracy within 100 epochs. As shown in Table 2,
the results (MRR and Hits@k) on benchmark dataset FB15k-
237 shows that our distributed training approach produces
achieves comparable MRR and Hits@1 scores to the non-
distributed setting. The results are also comparable to the
numbers reported in the original RGCN paper. For the larger
dataset, ogbl-citation2, we observe a similar trend, i.e our
distributed training approach achieves comparable results to
non-distributed training at a speedup of 16×. Furthermore,
the results also verify that our constraint-based negative
sampling strategy is effective in training as no deterioration
of the scoring metrics is observed.

3.4.2 Scalability. We used the same settings as described
in Section 3.4.1 for evaluating the scalability of our approach.
We did not apply any sampling strategy (vertex drop or edge
drop) during training. As shown in Table 2, the speed up
for FB15k-237 dataset is lower than linear. The size of the
partitions after neighborhood expansion is approximately
equal to the original dataset with a replication factor for
8 partitions of around 7, which leads to a lot of redundant
computations. For ogbl-citation2, we achieved a speedup
of approximately 16x with 8 trainers compared to 1 trainer.
The replication factor for 8 partitions after neighborhood
expansion is low, which means less redundant computation.

We performed an in-depth analysis of the running times of
the major computational components described in lines 4-10
of Algorithm 1 (getComputeGraph,GNNmodel, loss+backward+step)
in order to quantify the contributions of these components
to the overall speedup. Figure 5(a,b) shows the average epoch
time and average running time of different components in a
batch. The component, getComputeGraph is a very compute
intensive operation as it depends on the partition size. The
function returns a computational graph for an edge mini-
batch. It is an essential function as it enables us to train on
large graphs. The running time of this operation decreases
as we increase the number of trainers from 1 to 8, because
the size of the partitions decreases. In the case of 8 partitions
for ogbl-citation2, the size of each partition decreases by one-
third with respect to the full graph. The GNNmodel produces
the embeddings of the vertices in an edge mini-batch. Its
running time in case of multiple trainers is slightly higher
than for 1 trainer, because we run 2 trainers per machine

which share the same resources. The running time of the
third block of operations (loss+backward+step) increases as
we increase the number of trainers, because of the increase
in communication cost for gradient sharing. The overall im-
pact of these components on training time varies because
the number of batches (forward pass and backward pass) per
epoch decreases from 256 to 32 for 1 trainer and 8 trainers
respectively.
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Figure 5. (a) Average running time per epoch; (b) aver-
age running time of components in batch for ogbl-citation2
dataset

4 Conclusion
We proposed various algorithmic approaches for distributed
training of GNN-based knowledge graph embedding models.
Our approach is agnostic to the used knowledge graph em-
bedding model. We used a vertex cut partitioning approach
along with neighborhood expansion method to make the par-
titions self-sufficient such that no data is transferred across
partitions during training. We introduced edge mini-batch
training for large partitions that enables us to train on large
partitions with limited system memory. Moreover, we ap-
plied constraint-based negative sampling to exploit the local
partitions to generate the negative samples for training. Our
experimental evaluation shows a super linear speedup on
a cluster of machines without sacrificing model accuracy,
and our approach converges faster than non-distributing
training.
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